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The yield of an inertial confinement fusion capsule can be greatly affected by the inclusion of high-Z

material in the fuel, either intentionally as a diagnostic or from mixing due to hydrodynamic

instabilities. To validate calculations of these conditions, glass shell targets filled with a D2 and 3He

fuel mixture were fielded in experiments with controlled amounts of pre-mixed Ar, Kr, or Xe. The

experiments were fielded at the OMEGA laser [T. R. Boehly et al., Opt. Commun. 133, 495 (1997)]

using 1.0 ns square laser pulses having a total energy 23 kJ and direct drive illumination of shells

with an outer diameter of �925 lm and a thickness of �5 lm. Data were collected and compared to

one-dimensional integrated models for yield and burn-temperature measurements. This paper

presents a critical examination of the calculational assumptions used in our experimental modeling.

A modified treatment of laser-capsule interaction improves the match to the measured scattered laser

light and also improves agreement for yields, burn-temperatures, and the fuel compression as

measured by the ratio of two yields. Remaining discrepancies between measurement and calculation

will also be discussed. VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.3700187]

INTRODUCTION

Inertial confinement fusion (ICF) uses the ablation of

spherical shells to drive shocks that implode and compress a

fuel mixture to condition where thermonuclear burn (TN-burn)

is possible.1 Experiments aimed at using ICF to achieve igni-

tion, or self-heating of the fuel from the TN-reactions, are now

underway at the National Ignition Facility.2 The implosion dy-

namics and yield of an ICF capsule can be greatly affected by

the inclusion of shell material in the fuel, which has motivated

studies of the hydrodynamic stability of an imploding shell

starting with the earliest work.1 However, studying the physics

of how a quantity of mixed shell material impacts performance

is just as important. Thus, the integrated models used to design

and interpret ICF implosions must be validated against experi-

mental data for this total process. However, the validation can

initially be divided into the two separate physical processes

that both must be modeled correctly. The first is the amount of

material transport between the fuel and the shell from turbulent

mixing, and the second is the effects of the mixed material on

the plasma conditions of the fuel region during TN-burn. This

paper examines only the latter process.

The validation work presented herein will compare the

results from as-shot calculations to data from direct-drive

capsule implosions fielded at the OMEGA laser.3 The capsu-

les will be described in detail below but were glass shells

filled with a fuel mixture of deuterium and 3He, as shown in

Fig. 1. Variations in this base target were then made to study

the impact of mix on burn physics. Validation of the TN-

burn is accomplished by including a known amount of a

pre-mixed material into the fuel and is done in this case by

adding various amounts of Ar, Kr, or Xe to the gas-fill. This

methodology is valid when enough pre-mix is included to

minimize the effects of natural turbulent mixing, and the

plasma conditions are determined dominantly by the amount

of pre-mix.

Previously published modeling of these implosions4,5

identified a discrepancy between experimental and calcu-

lated yields using a 1-D integrated model described below.

As the fraction of Kr added to the fuel is increased, the cap-

sule yield is reduced, which both calculation and experiment

qualitatively agree on. However, the amount needed to sig-

nificantly reduce the yield is different, for a gas-fill contain-

ing 0.05 atm of Kr, the measured yield is approximately a

factor of six smaller than the calculated yield. Similar

results were reported in Ref. 4 for Ar and Xe. These three

yield discrepancies are summarized in Fig. 2. Here, the

amount of pre-mix needed to reduce the yield by 50% has

been plotted as a function of the atomic number (Z) of the

added pre-mix, and which shows that the reduction thresh-

old scales as f(Z) � Z�2. Also, shown are unreported yield

reduction results due to He pre-mix, which gave results sim-

ilar to those reported by Rygg et al.6 and Herrmann et al.7

The work presented here will concentrate on the fills con-

taining only Kr since the results of Fig. 2 show that our con-

clusions do not change qualitatively for other gas fills. The

differences reported in Ref. 4 were calculated using XSN

LTE inline opacity calculations and were even greater for

calculations using XSN non-LTE. It was also shown in Ref.

4 that the neutron reaction history for capsules with Ar pre-

mix deviated from those without, and the time when the

deviation occurs coincides with the outgoing fuel shock

striking the converging shell after rebounding from the cap-

sule center.
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In this paper, we present a critical examination of the

laser absorption process in our capsule calculations, which

were motivated by laser absorption data that were not initially

available at the time Ref. 4 was written. This work uses data

from two more recent capsule implosions to determine two

multipliers, the electron-thermal flux limiter and a multiplier

on the incident laser energy, such that the code calculation

reproduces the measured absorption. These new multipliers

are then applied to the calculations for the set of Kr pre-mixed

capsules reported in Ref. 4, which leads to better agreement

with experiment. These improvements include: some

improvement to the D(D,3He)n yield (YDD-n), an improve-

ment to the calculated compression (or qR) measured by the

ratio of neutron yields (YDD-n/YDT-n), and improvement to the

calculated ion temperature. However, these improvements fail

to remediate the previously reported yield degradation dis-

crepancy. We will also discuss possible explanations and

work done to eliminate some of the explanations.

EXPERIMENTAL SETUP

As mentioned in the Introduction, the data for validation

were acquired with direct-drive capsule experiments at

the OMEGA laser. The capsules were SiO2 shells8,9 with a

typical outer diameter of 925 6 15 lm, a thickness of 5.0

6 0.5 lm, and an average density of 2.2 g/cm3. The shells

were filled with a fuel mixture, which typically included 6.7

atm of deuterium and 3.3 atm of 3He, as shown in Fig. 1. The

base target was varied to provide test data for capsule calcula-

tions by including a known amount of a pre-mixed Kr gas in

the fuel. The work presented here concentrates on the shells

containing only Kr in the amounts of 0.00 atm (base), 0.01

atm, 0.05 atm, and 0.75 atm. While the value of 0.01 atm of

Kr produces the results similar to the base case, the higher

values of Kr significantly alter the capsule performance.

The targets were irradiated in the 60-beam OMEGA

laser facility3 using 1-ns square pulses (SG1018) with a total

incident laser energy of �23 kJ. Optimum beam smoothing

was applied using SG4 phase plates10 and 1-THz smoothing

by spectral dispersion (SSD)11 generating 4th-order super-

Gaussian intensity profiles on target. The spot size on target

allows for �8% of the laser energy to spill around the target.

A significant difference between this paper and Ref. 4 is

the use of scattered laser data. This light is measured using

full-aperture back-scatter stations (FABS) that record the

scattered light through the focusing lenses of beams 25 and

30. Time-integrated scattered light energy and time-resolved

scattered light spectra are measured in two wavelength

regions, one near the incident wavelength (351 nm 6 1 nm)

and the other between 400 nm and 720 nm. The former

measures unabsorbed light and stimulated-Brillouin scatter-

ing (SBS), while the latter corresponds to stimulated-Raman

scattering (SRS, 400 to 700 nm, not observed in these experi-

ments) and the two-plasmon decay instability (TPD, 702

6 20 nm).12 The time-dependent incident and scattered light

powers are recorded on each shot using streak cameras from

which the time-dependent laser-absorption into the shell can

be obtained.13 The total fraction of absorbed laser-energy is

used to compare with hydrodynamic simulations. For the 60-

beam OMEGA irradiation geometry, the scattered light dis-

tribution for standard spherical implosion targets has been

determined to be close to isotropic.13 Typical experimental

data are shown in Fig. 3 and are discussed in the Calculation

Setup section.

Cross-beam energy transfer has been identified as a sig-

nificant energy loss mechanism for direct-drive implosion

experiments.14 Combined ray trace and hydrodynamic simu-

lations have shown that the resulting scattered energy distri-

bution still remains very close to isotropic as observed

experimentally.13 This is a result of the symmetry built into

the OMEGA irradiation facility. The simulated spectral char-

acteristics of cross-beam energy transfer deviate significantly

from the simulated spectra for purely refractive (unabsorbed)

scattered light spectra. The spectral characteristics of the lat-

ter are a result of temporally changing coronal plasma condi-

tions including the implosion of the target shell during

irradiation.

A number of other diagnostics were fielded on each shot

to measure the various outputs from the ICF implosions.

Neutron diagnostics were used to record the neutron yields

from the D(D,3He)n and D(T,a)n reactions and the plasma

ion temperature during TN-burn. Tritium was not initially

present in the gas-fill and was bred through the D(D,T)p

FIG. 1. The capsules used were SiO2 shells with a typical outer diameter

of 925 6 15 lm, a thickness of 5.0 6 0.5 lm, and an average density of

2.2 g/cm3. They were filled with a fuel mixture, which typically included

6.7 atm of deuterium and 3.3 atm of 3He. The base target was varied by

including a known amount of a pre-mixed Kr gas in the fuel in the amounts

of 0.00 atm (base), 0.01 atm, 0.05 atm, and 0.75 atm.

FIG. 2. The amount of pre-mix needed to reduce the yield by 50% has been

measured and plotted as a function of atomic number, Z, for the data

described in Ref. 4. The data include pre-mixed He, Ar, Kr, and Xe and

show that the yield reduction threshold scales as f(Z) � Z�2.

042703-2 Dodd et al. Phys. Plasmas 19, 042703 (2012)
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reaction; however, enough secondary D-T neutrons were

produced to be measureable. The time-dependent neutron

reaction rate was measured using the neutron temporal diag-

nostic (NTD).15 The proton yield and the time-integrated

spectra were recorded using wedge-range filters for the

D(3He,a)p reaction, and the corresponding time-dependent

reaction rate was recorded with the proton temporal diagnos-

tic (PTD).16 The yields from D(D,T)p are not measured

directly and are only determined indirectly through the D-T

reaction listed above.

Time-gated x-ray framing camera images and both

time-integrated and time-dependent x-ray spectra were also

collected for each shot. X-ray spectra are important when

experiments have intentionally included trace gases, such as

Ar (Ref. 17) and Kr,18 in the fuel, and which are used to

diagnose spectroscopically the fuel temperature and density.

The case of 0.01 atm of Kr was used to measure the electron

temperature, and the results of which were discussed else-

where.19 X-ray diodes were also fielded to measure the emis-

sion in various energy bands for the thermal radiation

(DANTE) and hot-electron generated hard-x-rays (HXRD).

CALCULATION SETUP

The calculations of the experiments presented in this pa-

per were all performed using a one-dimensional integrated

model of the laser-absorption, implosion, and TN-burn. The

hydrodynamics of the implosion are performed on a Langran-

gian mesh, which includes a dynamic model for turbulent

mixing.20 The radiation transfer equation is solved using

multi-group flux-limited diffusion, and in-line calculation of

the opacity is performed using non-LTE XSN. The energy

released by burn is deposited in the material; however, for

these experiments, it is too little to affect the capsule hydro-

dynamics. The burn reactions are used instead to calculate the

synthetic diagnostics, which are post-processed for each run.

These diagnostics include: two primary yields, YDD-n and

YD3He-p, and one secondary yield, YDT-n; the burn-weighted

ion-temperature; and the time-dependent neutron reaction

rate. All synthetic diagnostics include a detector response.

Two other physical processes, laser absorption and electron

thermal transport, are discussed in more detail below.

The laser was modeled using a ray-based method that

accounts for refraction of the laser light through the ablated

material and can account for energy not being fully absorbed

by the capsule. The absorption process was modeled as clas-

sical inverse-bremsstrahlung integrated and deposited

zonally into the electron internal energy. The model also

included a so-called “dump-all” to account for resonance

absorption near the critical surface, which can generate a

second thermal distribution of hot electrons. However, for

blue light with k ¼ 351 nm and an average intensity of I0

� 1� 1015 W/cm2, the hot electrons would have a tempera-

ture of Te � 10 keV and a number fraction of f � 0.01.21 For

this reason, we claim that resonance absorption is unimpor-

tant to these implosions and have set the dump-all to zero.

Any light reflected at the critical surface is included in the

directly measured scattering and is thus accounted for by the

absorption measured. Calculations that match the integrated

absorption data should, therefore, account for the reflections

at the critical surface. Ponderomotive steepening of the elec-

tron density near the critical surface is also possible but can

also be assessed22 and is again unimportant to these implo-

sions. This laser model does not account for any nonlinear

scattering processes such as SRS or SBS, which are gener-

ally not observed in these experiments except possibly for

cross-beam energy transfer. And, if scattering is present,

then it must be taken into account in an ad hoc manner such

as a multiplier used to reduce the incident energy. The total

amount of, and time-history for, the laser absorption can also

be post-processed for comparison with experimental results.

As mentioned above, these data were not initially available

but did become available during the on-going experimental

campaign. An example is shown in Fig. 3 for OMEGA shot

50 997, which shows the time-dependent incident power

(blue solid line) and scattered power (solid black line). The

difference of these two signals (dashed blue line) is the mea-

surement of the laser absorption averaged over 4p, and what

an integrated calculation should match. For shot 50 997, the

measured total absorbed energy as a fraction of the incident

energy was �60%, while �80% was calculated using the

full laser power. We will proceed by applying only a fraction

of the incident laser power, m, in the calculations.

Direct-drive capsule implosions are sensitive to the

amount of laser energy absorbed by the shell, but this has

typically been an unknown quantity. The kinetic energy, or

velocity, of the imploding shell is just as useful and could be

characterized by the time to reach peak compression. An

integrated model is thus important for modeling an implo-

sion, since it links the laser absorption and capsule energy

through physics. The amount of absorbed energy is sensitive

to the rate at which the ablation front propagates into the

shell, which is modeled by diffusive electron thermal con-

duction and hydrodynamic motion. However, it has long

FIG. 3. Data from OMEGA shot 50 997 are shown for the time-dependent

incident power (blue solid line), scattered power (solid black line), and the

difference of these two signals (dashed blue line). This difference is the mea-

surement of the laser absorption. For shot 50 997, the measured fraction of

total incident energy to absorbed energy was �60%, while �80% was calcu-

lated when the full laser power was initially used in the calculation.

042703-3 Dodd et al. Phys. Plasmas 19, 042703 (2012)
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been known that an arbitrary flux-limiter is needed to model

the process properly.23 Adjusting the flux-limiter, fe, to

match the timing of the implosion is thus the typical way to

adjust a calculation to get the energy of the shell correct. The

measured timing typically comes from the time of peak neu-

tron production rate, which for an implosion where most of

the yield is due to compression burn should correspond to a

time near peak compression. However, setting the flux-

limiter to match the time for peak neutron production will

get the kinetic energy of the shell correct only if all of the

burn physics in the integrated model is also correct. Here, we

consider the burn physics to include the complexity of spatial

energy transport and energy exchange among the ions, elec-

trons and radiation, and not simply the thermonuclear reac-

tion rate. The purpose of our capsule experiments is to

validate the physics used to model TN-burn but using the

method just described couples burn physics and laser absorp-

tion physics.

Electron thermal conduction in a capsule has typically

been modeled in the diffusion approximation with a theoreti-

cally calculated coefficient24 and is the method used in our

integrated model. In radiation hydrodynamics, the penetra-

tion of thermal (or Planckian) radiation into cold material

can also be modeled with a diffusion equation. A standard

solution describing this process was found by Marshak25 for

the case of a static-material and a temperature-dependent

opacity. However, it was shown that this solution deposits

too much energy into the material and the radiation front cal-

culated with diffusion outruns the front for a transport solu-

tion.26 Reducing the deposited laser energy reduces the

electron temperature near the ablation front, and thus by

analogy with Marshak will also reduce the speed of the ther-

mal front. Therefore, using a multiplier on laser energy to

account for scattering will also affect the electron thermal

conduction. Differences between diffusion and more detailed

modeling of electron conduction have long been known and

have motivated the development of physics-based non-local

heat transport models.27–32 Two of these models (Refs. 30

and 31) have recently been shown to improve the modeling

of hohlraum energetics33 and shock timing.34 We presently

lack non-local electron conduction, as well as a physics-

based model for cross-beam energy transfer. However, the

approach taken in the Parameter Study section calculates the

absorption close enough to assess to what extent the yield

discrepancy is due to inaccurately modeled implosion drive.

This is a valid approach, because our model agrees with the

measured scattered light.

PARAMETER STUDY

While adjusting the flux-limiter allows the time of peak

neutron production to be matched well, typically no other

measured quantity can be simultaneously matched by this

method. However, by varying a second parameter, or multi-

plier, on some other process, one would expect that it might

be possible to match two measured quantities. The current

computational study is thus a two-parameter scaling using

many 1-D integrated code calculations to map out the cap-

sule dynamics and performance. The first varied parameter

is the electron conduction flux-limiter (fe), which is justified

for the reasons already discussed. The second varied param-

eter is a multiplier applied to the incident laser energy to

account for any unknown losses (m), but which also affects

the conduction. Laser absorption in a capsule happens over

a finite spatial extent and not at a single point or surface.

We have elected to use a single multiplier that behaves as a

transmission coefficient at the problem boundary, and since

there is uncertainty in the physics process responsible, there

is also uncertainty in the spatial extent affected. This meth-

odology is valid, because our intent is to understand the de-

pendence of capsule dynamics on absorbed laser energy,

and not the underlying physics of a specific scattering

process.

The two-parameter study for a given capsule uses 288

calculations (24 values of fe by 12 values of the m) and col-

lects six synthetic diagnostics, which includes the absorbed

energy, particle yields, burn-temperature, and time of peak

neutron–production. Once a table of these values is created,

a measured quantity can then be compared to its synthetic

equivalent, and a contour line generated in the two-

parameter space along which calculation matches experi-

ment for that particular quantity. Two capsule implosions

were chosen to perform this study, OMEGA shots 50 997

and 51 483, and an example of this type output is shown in

Fig. 4. Both capsules were similar to the base case (no Kr)

depicted in Fig. 1. However, shot 50 997 had a modified fuel

ratio (3.7 atm D2 and 7.0 atm 3He), and shot 51 483 used

pure D2 and a reduced laser pulse length (0.6 ns). The exam-

ples in Fig. 4 are from shot 51 483 but are qualitatively simi-

lar for either of the two-parameter scans. Fig. 4(a) shows the

case for a yield, YDD-n, and Fig. 4(b) the time where the neu-

tron rate equals 10�2 times the peak rate and approximately

when the shock reflects from the center. The colors, as

shown in the color bar, represent the calculated quantity and

how it varies over the two-parameter space. Over-plotted is a

white contour line, which is the set of points where the syn-

thetic quantity agrees with experimental measurement.

As mentioned six synthetic quantities were generated

for the entire parameter scan and the corresponding six con-

tours generated for shot 50 997 are shown in Fig. 5. This shot

is the closest to the Kr-doped implosions of interest in terms

of laser pulse and capsule geometry for which the laser

absorption was also measured. The six measured quantities

(contours) shown are the ion burn-temperature (cyan solid

line); time for peak neutron production (black solid line); the

total absorbed laser energy (solid green line); and the three

particle-yields YDD-n (solid blue line), YDT-n (dashed blue

line), and YD3He-p (red dashed line). As mentioned, any of

the six measured quantities can be matched in a calculation

by picking a flux-limiter and laser-energy multiplier, (fe, m),

along the appropriate contour. There are also several points

in the two-parameter space where the calculation agrees

simultaneously with two measured quantities but no point

where all measured quantities are matched. While this

method cannot account for all discrepancies between calcu-

lation and experiment, it does, however, suggest an alternate

way, or ways, to calculate the energy of an imploding shell

and make reductions in the discrepancies.

042703-4 Dodd et al. Phys. Plasmas 19, 042703 (2012)
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The contention of the previous discussion was that using

the flux-limiter to match the neutron bang time convolves

laser absorption with TN-burn and should be avoided when

validating a burn model. To illustrate our new method and

discuss differences with previous work, two points have

also been marked in Fig. 5 with large dots colored black

(fe ¼ 0.045, m ¼ 1.00) and green (0.145, 0.63). A horizontal

line for any given laser energy multiplier in Fig. 5 varies

only the flux-limiter and corresponds to setting the capsule

energy by the previous method when using the full incident

laser energy m ¼ 1.00. The point along this line where the

calculation reproduces the measured time of peak neutron

production is equivalent to the result from the standard

method for setting the shell energy and is marked with the

black dot. However, because the total laser energy absorbed

has been measured, any point along the green curve will

match the total energy of the shell (kinetic and internal) inde-

pendently from the burn model. This line does not intersect

the black dot, which means that setting the timing solely

with the flux-limiter leads to an incorrect total shell energy.

This discrepancy is marked using a double arrow near the

upper-left-hand corner of Fig. 5. The two-parameter varia-

tion actually leads to a degenerate solution, where any point

along the green contour should match the total shell energy.

It should be noted that the large flux-limiters, i.e., fe � 0.1,

are equivalent to not using a limiter, and this limit may be

chosen using the combination of flux-limiter and energy

multiplier marked by the green dot, fe ¼ 0.145 and m ¼ 0.63.

This point is physically equivalent to assuming that electron

thermal conduction using diffusion is correct and any dis-

crepancy in shell energy is due to incorrectly modeled laser

propagation, absorption, and scattering. Notice that the green

point in Fig. 5 also nearly matches two other measured quan-

tities, the measured proton yield and the time of peak neutron

production. We contend that this is an appropriate alternative

to the traditional method of setting fe to match solely the

time of peak neutron production rate. This point defines our

new model and will be used for the as-shot Kr-filled capsule

calculations in the Calculations section of the paper.

CALCULATIONS

The original purpose of these experiments was to vali-

date capsule burn calculations in the presence of a known

contaminant, but Ref. 4 reported discrepancies between cal-

culation and experiment. New calculations of these experi-

ments will be presented in this section using the modified

flux-limiter and laser energy from the previous sections and

compared with the previous calculations. Fig. 6 shows the

neutron yield YDD-n as a function of Kr-fraction in the fuel

for three sets of points: the experimentally measured yields

(black circles), the previous calculations (green triangles),

and the new calculations with improved laser absorption

(blue diamonds). There is an overlap between the three sets

FIG. 4. Examples are plotted from the two-parameter scan of shot 51 483.

(a) shows the case for a yield, YDD-n, and (b) the time where the neutron rate

equals 10�2 times the peak rate (Tstart) and is approximately when the shock

reflects from the center of the target. The colors, as shown in the color bar,

represent the calculated quantity. Over-plotted is a white contour line, which

is the set of points where the synthetic quantity agrees with experimental

measurement.

FIG. 5. The six measured quantities (contours) for shot 50 997 shown are as

follows: the ion burn-temperature (cyan solid line); neutron bang time (black

solid line); the total absorbed laser energy (solid green line); and the three

particle yields YDD-n (solid blue line), YDT-n (dashed blue line), and YD3He-p

(red dashed line). Any measured quantity can be matched in a calculation by

picking a point, (fe, m), along the appropriate contour. The large dots mark

the multipliers used for the old (black) and new (green) calculations and are

discussed in more detail in the text.
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of points for Kr-fractions of 0.0 and �0.001 (n.b. the x-axis

is logarithmic and a 0.0 Kr-fraction has been offset to

0.0001). But, there is only a modest improvement in the

yields calculated for the base and lowest level of Kr when

the improved modeling of the shell energy is used. For these

cases, the ratio of measured-to-calculated yields (Ymeas/Ycalc)

is only changed by a small amount in the new calculations

for lower amounts of Kr, i.e., Ymeas/Ycalc � 0.5 in the original

case and Ymeas/Ycalc � 0.7 for the new calculation, and as

previously mentioned, the calculations include a model for

hydrodynamic mixing. The new calculations for 0.0 and 0.01

atm Kr give Ymeas/Ycalc � 0.3 without the mix model. The

inclusion of the dynamic mix model does not significantly al-

ter the yield results at the highest level of Kr, which is con-

sistent with the largest amounts of Kr dominating over the

dynamic mix. More importantly, at a Kr-fraction of 0.003

the outstanding discrepancy remains, and both sets of calcu-

lations over predict the yield by a large factor, �5 to 10.

However, there has been improvement for the largest

amounts of Kr dopant (at a fraction of �0.04). Where the

previous calculations over predicted yield by more than a

factor of 10, the new results are only a factor of a few higher,

Ymeas/Ycalc � 2 to 3. The reason for this improvement will be

discussed in the context of improved agreement between

other synthetic data and the measured data.

The yield ratio of primary reaction neutrons to secondary

reaction neutrons, YDD-n/YDT-n, is used as a measure of cap-

sule compression, or qR, in ICF implosions. Capsules con-

taining deuterium in the fuel but lacking tritium initially will

breed tritium through one branch of the D-D reaction. The

bred tritium starts with an energy 1.01 MeV and will undergo

a D-T reaction after energy loss due to the surrounding fuel

plasma.35 This ratio is plotted in Fig. 7 as a function of the

fuel Kr-fraction for the same set of data and simulations as in

Fig. 6. There is a substantial change to the calculation results

when using the improved laser absorption model. The ratio

used in this plot, YDD-n/YDT-n, increases with decreasing qR,

and thus less compressed capsules appear towards the top of

the plot and more compressed capsules near the bottom. Fig.

7 shows that in the previous calculations qR was larger than

the measured value for lower fractions of Kr (i.e., the green

triangles appear below the black circles). The calculations

also did not match the measured functional dependence on

Kr-fraction. There is a measured increase in qR for large

amounts of Kr, which can happen for two reasons: an

increased electron density from the Kr-dopant, and the Kr-

dopant increases the coupling to radiation and leads to

increased compression. For either process, the increased qR
will increase the probability of a D-T reaction for the bred

energetic T. The new calculations using the corrected laser

absorption more closely match the measured qR and its de-

pendence on Kr-fraction.

Accurate calculation of the fuel density and temperature

present in any ICF experiment is necessary to calculate the

correct reaction rates and particle yields. The yields shown

in Fig. 6 and fuel compressions shown in Fig. 7 both show

an increased agreement between calculated and measured

results at the highest Kr-fraction for the modified laser

absorption. Some improvement to the burn-weighted ion-

temperature was also achieved and is shown in Fig. 8 for the

same set of data and simulations. At the highest Kr-fraction

of 0.04, the original calculated temperatures were substan-

tially different from the measurements in Ref. 4. While this

FIG. 6. The neutron yield YDD-n is plotted as a function of Kr-fraction in the

fuel for three sets of points: the experimentally measured yields (black

circles), the previous calculations (green triangles), and the new calculations

(blue diamonds). There is an overlap between the three sets of points for Kr-

fractions of 0.0 and �0.001 (n.b. the x-axis is logarithmic and a 0.0 Kr-

fraction has been offset to 0.0001).

FIG. 7. The ratio, YDD-n/YDT-n, is plotted as a function of the fuel Kr-

fraction for the same three sets of data and simulations in Fig. 6. The ratio

used in this plot, YDD-n/YDT-n, increases with decreasing qR, and thus less

compressed capsules appear towards the top of the plot and more com-

pressed capsules near the bottom.

FIG. 8. The burn-weighted ion-temperature is shown for the same set of

data and simulations as in Figs. 6 and 7. At the highest Kr-fraction level of

0.04, the original calculated temperatures were substantially different from

the measurements in Ref. 4.
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is the most likely reason for the yield discrepancy at the

highest Kr-fraction, it was only the case for calculations

using non-LTE XSN opacities. However, the calculations

using the improved laser absorption are in strong agreement

with the measured temperatures for this amount of Kr. The

new calculations again use non-LTE XSN but are more con-

sistent with the LTE XSN calculations of Ref. 4. However,

for the other three levels of Kr in fuel, there is no substantial

difference between the two calculation sets, and the burn

temperature discrepancy remains even with the improved

laser absorption.

DISCUSSION AND SUMMARY

The work presented in this paper has clearly shown that

using newly available laser absorption measurements based

on scattered laser power led immediately to the improve-

ments in our calculations of capsule performance. This not

only shows the importance of correct drive modeling but

also the importance of the underlying method used to evalu-

ate implosion modeling. However, Kr-fraction dependent

discrepancies remain between calculated and measured per-

formance, which implies that some other physics is not cor-

rect in our integrated models.

Some modifications to the burn physics (e.g., use of

detailed configuration accounting (DCA) inline opacity cal-

culations and modification to the electron-ion equilibration

rates) were tried but did not yield changes consistent with

the observed discrepancies. The recent work by Amendt

et al.36 is also considered as a possible explanation. The

results from Ref. 36 suggest that our discrepancy could be

explained by the presence of baro-diffusion in these implo-

sions. We have not fully evaluated this phenomenon for our

experiments, which will be left for future research.

The method presented in this paper is simply an empirical

fitting of two ad hoc multipliers through comparisons of ex-

perimental data to synthetic diagnostic outputs generated from

the calculations. However, the preferred method is to identify

the physical process responsible for the low modeled-

absorption, and add a physics-based model of the process to

the integrated model of the capsule implosion. A number of

scattering processes are possible in direct-drive capsule implo-

sions, but the most likely candidate is crossed-beam energy

transfer.37 A model for this process for direct–drive capsules

has been recently developed by Igumenshchev et al.38 but was

unpublished during the course of this work. An additional

two-parameter scaling with a multiplier on the laser focal spot

size was performed but not included in this paper. Although an

increased spot size can qualitatively reproduce Fig. 5, it

requires a radial increase of �2.5 and is much larger than the

effective spot size increase of Ref. 38. Given this fact, we feel

that applying a multiplier to the incident energy is an expedi-

tious way to assess capsule performance in the presence of

increased scattering without detailed modeling of the underly-

ing scattering process. The results presented show that the

improved physical modeling of the laser-plasma interactions

and electron thermal conduction are needed in our integrated

capsule calculations but are not expected to change the conclu-

sions of this paper regarding the modeling of TN-burn.
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